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ABSTRACT
People and information are two core dimensions in a social
network. People sharing information (such as blogs, news,
albums, etc.) is the basic behavior. In this paper, we fo-
cus on predicting item-level social influence to answer the
question Who should share What, which can be extended
into two information retrieval scenarios: (1) Users ranking:
given an item, who should share it so that its diffusion range
can be maximized in a social network; (2) Web posts rank-
ing: given a user, what should she share to maximize her
influence among her friends. We formulate the social in-
fluence prediction problem as the estimation of a user-post
matrix, in which each entry represents the strength of influ-
ence of a user given a web post. We propose a Hybrid Factor
Non-Negative Matrix Factorization (HF-NMF) approach for
item-level social influence modeling, and devise an efficient
projected gradient method to solve the HF-NMF problem.
Intensive experiments are conducted and demonstrate the
advantages and characteristics of the proposed method.

Categories and Subject Descriptors
J.4 [Social and Behavioral Sciences]: Sociology; H.1.2
[Information Systems]: Models and Principles—Human
factors

General Terms
Algorithms
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1. INTRODUCTION
With the rapid proliferation of social applications, such

as Flickr, Facebook, Twitter, etc., more and more user pro-
files, interactions, and collective intelligence (such as social
tags, comments, etc.) are available online, which opens a
new perspective for information retrieval applications where
more focus should be put on user collaborative information.
At the same time, new search scenarios, such as web people
search [12] and relationship search [10], also emerged. These
scenarios propose a new challenge to traditional information
retrieval: how to effectively handle the social information?

One key concept related to this challenge is Social influ-
ence, which has been becoming a prevalent and complex
force governing the dynamics of people relationships or so-
cial network [20]. It is also a key dimension for modern
information retrieval in multiple aspects. To mention a few,
(1)each user act as an information source in social network,
and the influence of a user is meaningful for the authority
of the generated information; (2)in web people search, the
social influence is the key indicator for influencer search;
(3)as different information varied with the power to affect
people to change their actions, they can be recommended
by influence ranking for social purpose. Therefore, there is
a clear need for techniques to analyze social influence, and
more importantly, in information retrieval field. However,
to the best of our knowledge, this issue has still not been
well studied.

The existing social influence analysis research can be sum-
marized into a diagram: Who(A) influences Whom(B) given
What(C). A is often regarded as a single user (or node). For
B, previous works can be categorized as macroscale, where
B is the whole network [2, 20]; microscale, where B is a sin-
gle user [7, 18]; and mesoscale, where B is the community
or A’s friends (neighborhoods) [13, 1]. From the side of C,
there are also three lines of research: Structure-level, when
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C is empty [14, 17]; Topic-level when C is a topic [18, 8]; and
Item-level when C is an item (such as a web page, product,
etc.), which is rare in previous research.

In this paper, we focus on measuring item-level social
influence in mesoscale to answer the question Who should
share What, which can be extended into two information re-
trieval scenarios: (1) Users Ranking: given an item (C), who
(A) should share it so that its diffusion range can be maxi-
mized in a social network; (2) Web Posts Ranking: given a
user (A), what (C) should she share to maximize her influ-
ence among her neighbors.

1.1 Motivating Application
In social computing, people and information are two core

dimensions and people sharing information (such as blog,
news, album, etc.) is the basic behavior. Actually, the
spreading out of information is because of the user shar-
ing in social network. The owner of the information, e.g.
the advertisers, hope to maximize the diffusion range of the
information [4]. This goal makes them desire to target the
influencers, who are able to let many friends to click the
information they share or even share further to extend the
sharing cascades. Psychologically, people share information
with their friends mainly because they want to build their
reputations and help others, in which to influence others is
the important motivation for sharing [19].

According to the definition of social influence on Wiki,
social influence occurs when ”an individual’s thoughts, feel-
ings or actions are affected by other people”. In the context
of online social networks like Facebook and Twitter, when
a user share a web post, a portion of her friends (or neigh-
bors) will click, comment, or even forward the post, which
are three levels of influence [21]. In this paper, we only con-
sider the first level, click action. That is, the social influence
of a user on her friends given a web post is defined as the
number of her friends who click the shared web post.

Therefore, the aim of this paper is to predict the number
of clicks by friends if a user share a web post. The resulted
predictive model can be used in two angles. On one side,
given a web post, we can find out the influencers for the
diffusion. On the other, given an user, we can recommend a
list of web posts to share, which can improve the interactions
between the user and her friends.

1.2 Challenges and Contributions
In predicting the item-level social influence, we mainly

face the following challenges:

• User-post specific. Item-level social influence is not a
general measure on users, but on the interactions of
users and posts. That is, we need to discriminate a
user’s social influences with respect to different web
posts. Different from most of the existing research
works focusing on users’ overall social influence anal-
ysis [14, 17] and topical social influence mining [18,
8], the social influence in this paper is a finely grained
measure of influence.

• Sparsity. The interactions between users and web posts
are extremely sparse compared with the total number
of user-post pairs. According to our statistics of 34K
users in the website www.renren.com, which is a Face-
book style social network site in China, each user only
shares 6 web posts in average during a month, com-

pared with a total of 43K web posts; and each post
is only shared by 4 users, compared with a total of
34K users. Thus, it is clear that we need subtle and
effective prior knowledge for user and post grouping to
alleviate the sparsity problem.

• Complex factors. There are a volume of factors that
affect how many friends will click a shared post, and
provide potential clues for user and post grouping. For
example, the total number of friends, the tie strength
between the user and her friends, the semantics of web
posts, etc., which are often in different scales. How to
select the effective factors and integrate these complex
factors in one predictive model is also one of the focus
of our work.

In this paper, we formulate the social influence prediction
problem as the estimation of a user-post matrix, in which
each element (i, j) represents the number of clicks by friends
of user i on her j-th shared web post. We proposed a Hy-
brid Factor Non-negative Matrix Factorization (HF-NMF)
algorithm for item-level social influence modeling. In this
model, we try to find out the common hidden vector space
for both the users and the posts, where their multiplication
can well approximate the observed training interaction ma-
trix. Meanwhile, in order to deal with the sparsity problem,
we construct the priors on users and posts by incorporating
the user-user similarity matrix and post topic distribution
matrix. Also, in order to alleviate the over-fitting prob-
lem, we introduce the L2-norm as regulations for the hidden
vector space to improve the generalization ability. We apply
Projected Gradient to solve the HF-NMF problem, and carry
out intensive experiments to demonstrate the effectiveness
of the proposed method.

It is worthwhile to highlight the key contributions of this
paper.

• We formulates the item-level social influence predic-
tion problem formally with HF-NMF, and devise an
efficient projected gradient method to solve it.

• The predicted item-level social influence from HF-NMF
can support the applications such as influencer ranking
and information recommendation by user-post matrix
ranking in two directions.

• The strength of social influence in this method is well
interpreted, which makes it easy to understand and
extendable to higher order social influence, for exam-
ple, the influence on all the friends and the friends of
friends.

• We conducted intensive experiments on real social net-
work datasets, and the results show that the HF-NMF
can achieve a better performance compared with other
competitors.

The rest of the paper is organized as follows. Section 2 in-
troduces the necessity of item-level social influence and ra-
tionality of factor selection. The HF-NMF model and its so-
lution will be proposed in Section 3. The experiment results
to validate the proposed method are presented in Section 4,
followed by the conclusion in Section 5.
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2. PRELIMINARIES
In this section, we will demonstrate the necessity of the

item-level social influence, and validate the rationality of
predictive factors by preliminary statistical analysis.

2.1 Necessity of Item-level Social Influence
The dataset is acquired from the real social network http:

//renren.com/, which is a Facebook style online social com-
munity in China. Till now, the web site already owns more
than 150 million active users. In this web site, a user can
generate a post or share a web page as a post, and the user’s
friends will be informed through the news feed mechanism.
Then some of the friends will click, comment or share the
post. In this paper, we only consider the click action as the
manifestation of influence, and the number of clicks corre-
sponds to the strength of influence. As the number of friends
is different for each user, the upper bound of users’ social
influence strengths are also different. In order to make the
strength of influence be measured in a unified scale for differ-
ent users for the sake of observational and modeling study,
we use the proportion of friends (of the user who publish a
post) who click the shared post as the measure.

Concerning about the influence prediction, we first assume
that the influence should be specific on each user-post pairs.
In order to validate the hypothesis, we randomly select three
active users. Given an user, we calculate the proportion of
her influenced friends (who clicked the shared post) for each
of the shared posts, and plot them as in the first row of Fig-
ure 1. Then, we randomly select three popular posts. Given
a post, we calculate the proportion of influenced friends
when the post is shared by different users, and plot them
as in the second row of Figure 1.

As can be observed, the social influence notably varies
with different users and posts, which implies that (1) dif-
ferent users have different influence power to their friends;
(2) different posts have different influence power (more in-
tuitively, attraction) to users who are interested in; and
(3) users’ influences manifest differently for different posts.
Therefore, only item-level social influence can reveal the
users’ real influence on friends, and the strength of influ-
ence should definitely be user-post specific.

2.2 Predictive Factors
According to Figure 1, the factors that affect the strength

of social influence include the following three aspects.

• User-specific factors. Although users’ social influ-
ence vary with the shared posts, the average of the so-
cial influences over posts determines the overall social
influence of a user. We regard the factors that affect
users’ overall social influence (excluding the posts) as
the user-specific factors.

• Post-specific factors. Similar as user-specific fac-
tors, we regard the factors affecting posts’ overall so-
cial influence (excluding the users) as the post-specific
factors.

• User-post specific factors. As mentioned above,
the social influence is user-post specific. The social
influence of a user given a post cannot be well approx-
imates only by the user and post-specific factors. The
factors indicating the interactions between users and
posts are also important for social influence prediction.

One issue that is worthy of emphasizing here is that the
user factors and post factors are essential for the predictive
modeling. On one hand, the user-post interactions are very
sparse. We need to find effective factors to “group” those
users and posts to alleviate the sparsity problem. On the
other hand, the user and post-specific factors also provide
some effective prior knowledge to complement the inference
from pure user-post interactions.

In order to find out the effective predictive factors, we
first prepared a factor pool, which includes the available po-
tential predictive factors including user profiles, number of
users’ friends, visiting frequency between users, posts’ topic
distributions, etc. Given each factor, we measured the cor-
relation between the strength of social influence and the fac-
tor value. Finally, we select two user-oriented factors: the
percentage of active friends, the average social tie strength
(the interaction frequency) between a user and her friends,
and one post-specific factor: the topic distribution of a web
post’s content.

Now we show some statistics to demonstrate the valid-
ity of those selected factors. We randomly select 10 users
from the dataset. Given each user, we define her social in-
fluence as the average percentage of her friends who click
the shared post over all shared posts, and calculate the cor-
relation between the selected user factors and this social
influence measure. Figure 2 (a)(b) illustrate the correlation
between the user factors and the social influence measure
on these 10 users, from which we can clearly observe the
positive results.

For post topic distribution, our hypothesis is that the
posts with similar contents (i.e. similar topic distributions)
often induce similar social influences. To validate this as-
sumption, we randomly select ten groups of web posts, where
the posts in the same group have similar topic distributions.
Given each web post, we define its social influence as the av-
erage percentage of users’ friends who clicked it over all the
users who shared the post. Then we calculate the variances
of posts’ social influence inside each topic group, and also
over all the web posts (i.e. across topic groups). As we can
see from Figure 2(c), most variances inside topic groups are
smaller than that across the groups, which implies that the
introduction of topical grouping is able to reduce down the
uncertainty of social influence.

Based on the above analysis, we validate the effective pre-
dictive factors and apply them into the predictive modeling
in Section 4.

3. THE ALGORITHM

3.1 Problem Formulation
First, we formally define the problem of item-level social

influence prediction. Suppose we have M users with the i-
th user denoted as ui and N postings with the j-th post
denoted as pj . We use N (ui) to denote the collection of
ui’s first-order friends (i.e. the nodes that directly link to
ui). As mentioned in the previous section, two key factors
involved in our model are

• Item-level social influence: According to the previ-
ous presentations, a straightforward way to define the
strength of ui’s influence on N (ui) given the web post
pj , denoted as fij , is the number of ui’s friends who
clicked post pj .
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Figure 1: Social influence varies with users and posts.
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Figure 2: Predictive factors validation.

• Social influence prediction: There are M ×N po-
tential social influences in total. However, in practice,
only a tiny fraction of them can be observed. The so-
cial influence prediction is to predict the unobserved
social influences f̂ij based on the observed fij ’s and
those predictive factors.

With the above terminologies, we can formally define the
task of item-level social influence prediction. We denote the
user-post influence matrix as X̃ ∈ R

M×N , with its (i, j)-th
entry

X̃ij =

{
fij if ui shared pj
0 otherwise

(1)

If we use gi to denote the number of ui’s friends (i.e. gi =
|N (ui)|, where |.| is the cardinality of a collection), then

fij ≤ gi. Also, It should be noted that in the matrix X̃,
there are two cases where an entry X̃ij is 0. First is that ui

did not share the pj , and the second is that ui shared pj ,
but no friends of ui clicked it.

As we mentioned above, different users have different num-
bers of friends, which makes the strength of social influence
(if measured by fij) for each user-post pair be measured in
different scales. To alleviate its effect on the final perfor-
mance, we propose the following percentile influence matrix

Xij =

{
fij
gi

if ui shared pj
0 otherwise

(2)

so that Xij ’s are normalized into the range of [0, 1].

The user-post influence matrix X̃ can be reconstructed by

X̃ = Diag(g) ·X (3)

where g = [g1, g2, · · · , gN ]� ∈ R
N , and Diag(g) is the diag-

onal matrix with g on the diagonal line.

In this way, the item-level social influence prediction prob-
lem is converted to the problem of predicting the unobserved
entries in X.

Our formulation of the item-level social influence predic-
tion problem is quite different from existing works on social
network analysis. First, we measure the social influence in
item-level, compared with the structure-level analysis [14,
17] and topic-level analysis works [18, 8]. Second, the goal
of the problem is to predict the users’ social influence for
unobserved data, which is in contrast with the majority of
existing works to analyze the influence patterns from ob-
served data [2, 3].

In the following section, we will formally present the Hy-
brid Factor Nonnegative Matrix Factorization (HF-NMF)
approach to model the problem.

3.2 Hybrid Factor Non-negative Matrix Fac-
torization

We suppose that there exists a joint latent space for both
users and posts with dimensionality k, such that the user-
post specific social influences are modeled as the inner prod-
uct between user-post vector pairs in that space. Accord-
ingly, the user ui is associated with an user vector ui ∈ R

k,
and the post pj is associated with a post vector vj ∈ R

k.
Intuitively, the elements in vj measures the extent to which
the post pj possess those k factors, and the elements of ui

measure the extent of social influence the user i has in posts
that are high on the corresponding factors.

Now we will formulate the social influence prediction prob-
lem mathematically. Suppose that we have M users and N
web posts. Let U ∈ R

M×k be the latent user feature matrix,
and V ∈ R

N×k be the latent poster feature matrix, where
k is the number of latent features. Then given the observed
user-post specific social influence matrix X, the objective of
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this paper is to find the optimal latent user matrix U and
latent post matrix V by minimizing the following objective.

J1 =
∥∥∥X−UV�

∥∥∥2

F
(4)

where ||.||F denotes the matrix Frobenius Norm.
The objective function J1 can be regarded as the qual-

ity of approximating X by the inner product of U and V.
However, in real cases, most of the elements in X are zero
because of the sparse interactions between users and posts.
Thus, in order to focus more on the valid elements, we pro-
pose to only measure the approximation loss on observed
elements on X. To formulate this, we introduce the sharing
matrix Y ∈ R

M×N with its (i, j)-th entry defined as

Yij =

{
1 if ui shared pj
0 otherwise

(5)

The objective function is converted to

J2 =
∥∥∥Y � (X−UV�)

∥∥∥2

F
(6)

where � is the Hadamard product.
As mentioned above, the severe sparsity of X makes it

very challenging to directly learn the latent spaces for users
and posts from only observed user-post interaction entries.
That’s the reason why we need to make full use of the user-
specific and post-specific factors to compress the degrees of
freedom, so that the correlation within users and web posts
can be exploited to alleviate the sparsity problem.

3.2.1 Incorporating User-Specific Factors
As introduced in Section 2, we explored two effective user-

oriented predictive factors: the percentage of active friends,
and the average friend tie strength.

In order to calculate the percentage of active friends, we
define the activeness of a friend ur, denoted by act(ur), as
the number of posts she visits during a given time period,
so that the percentage of active friends for ui is calculated
by

uf1(ui) =

∑
ur∈N (ui)

δ(act(ur) ≥ τ )

|N (ui)| (7)

where τ is the time threshold for active user, and δ(.) is the
Delta function.

Also, we define the tie strength between a user ui and one
of her friends ur as the number of shared posts (by user ui)
friend ur visits, which is denoted as tie(ui, ur). Then, the
average friend tie strength is calculated by

uf2(ui) =

∑
ur∈N (ui)

tie(ui,ur)∑
j Yij

|N (ui)| . (8)

Then we use these two factors to measure the similarity
between ui and uj as

Wij = ρ1|uf1(ui)− uf1(uj)|+ ρ2|uf2(ui)− uf2(uj)| (9)

In our case, we set ρ1 = ρ2 = 0.5.
In this way, we can construct the user-user similarity ma-

trix W ∈ R
M×M . We further assume that W can be ap-

proximated by the inner product of the latent user matrix,
thus we need to minimize the following objective

J3 =
∥∥∥W−UU�

∥∥∥2

F
(10)

.

3.2.2 Incorporating Post-Specific Factors
As demonstrated in Section 2, the social influence is strongly

correlated with the content of the web posts. We denote the
post content matrix as C ∈ R

N×d, where d is the dimen-
sionality of the posts, which is constructed by implementing
Latent Dirichlet Allocation (LDA) [6] on the post corpus to
discover 100 topics. Then the content of each post is repre-
sented as the topic distributions over the 100 topics. Similar
to latent semantic analysis [9], we assume C can be factor-
ized by minimizing

J4 =
∥∥∥C−VG�

∥∥∥2

F
(11)

where the matrix G ∈ R
k×M indicates post group identity.

Finally, by combining J2,J3,J4 together, we can get the
latent user matrix U and latent post matrix V by solving
the following optimization problem

min
U,V,G

∥∥∥X−UV�
∥∥∥2

F
+ α

∥∥∥W −UU�
∥∥∥2

F
+ β

∥∥∥C−VG�
∥∥∥2

F

+γ ‖U‖2F + δ ‖V‖2F
s.t. U ≥ 0, V ≥ 0, G ≥ 0 (12)

The last two terms of the objective are penalized for gener-
alization purpose, which is similar to the Maximum Margin
Matrix Factorization approach in [15] and the Joint Matrix
Factorization approach in [?].

3.3 Solution
In this section, we will introduce a Projected Gradient

(PG) method [11] to solve problem (12).
Before going into the details, we first introduce the basic

PG algorithm [11]. For notational convenience, we introduce
a nonnegativity projection operator P [·] for matrix A as

(P [A])ij =

{
Aij if Aij ≥ 0
0 otherwise

(13)

Then the PG method for solving the problem

min
A≥0

f(A) (14)

can be presented in Algorithm 1.

Algorithm 1 Projected Gradient

Require: 0 < β < 1, 0 < σ < 1. Initialization A(0).
Ensure: A(0) ≥ 0

for k = 1, 2, · · · do
A(k) = P

[
A(k−1) − αk∇f

(
A(k−1)

)]
where αk = βtk , and tk is the first nonnegative integer
for which

f
(
A(k)

)
−f

(
A(k−1)

)
≤σ

〈
∇f

(
A(k−1)

)
,
(
A(k)−Ak−1

)〉
(15)

end for

In Algorithm 1, ∇f(A) is the gradient of the objective
function with respect to the variable A, 〈., .〉 is the sum of
the component-wise product of two matrices.

Here condition (15) ensures the sufficient decrease of the
function value per iteration, and this rule of determining the
stepsize is usually referred to as the Amijo rule [5]. However,
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the Amijo rule is usually time consuming, thus we use the
following improved PG method in Algorithm 2 [11].

Algorithm 2 Improved Projected Gratient

Require: 0 < β < 1, 0 < σ < 1. Initialization A(0), α0 =
1.

Ensure: A(0) ≥ 0
for k = 1, 2, · · · do

Assign αk = αk−1

If αk satisfies condition (15), repeatedly increase it by

αk ← αk/β

until either αk does not satisfy (15) or A(αk/β) =
A(αk)
Else repeatedly decrease αk by

αk ← αk · β
until αk satisfies condition (15).

Set A(k) = P
[
A(k−1) − αk∇f

(
A(k−1)

)]
.

end for

Now let’s return to problem (12). Although it is not
jointly convex with respect to U, V and G, it is convex
with each of them with the other two fixed. Therefore we
can adopt a block coordinate descent scheme to solve the
problem [5]. That is, starting from some random initializa-
tion on U,V,G, we solve each of them alternatively with
the other two fixed, and proceed step by step until conver-
gence1. Specifically, the gradients of the objective (denoted
as J ) with respect to the variables are

∂J
∂U

= 2
(
−(Y �X)V+ (Y �UV�)V

−2αWU + 2αUU�U+ γU
)

∂J
∂V

= 2
(
−(Y� �X�)U+ (Y� �VU�)U

−βCG+ βVG�G+ δV
)

∂J
∂G

= 2β
(
−C�V +GV�V

)

4. EXPERIMENTS
In this section, we will introduce the experimental results

on a real world dataset to demonstrate the effectiveness of
the proposed method. First we will introduce the dataset
information.

4.1 Experimental Dataset
We perform our experiments on a real online social net-

work dataset, which is crawled from http://renren.com, a
Facebook style social network web site in China. We have
34k users, and 43k web posts in the dataset, and the ba-
sic information we used for each user and post are listed in
Table 4.1.

We filter the raw dataset in two aspects: (1) we only use
the posts generated at least 6 days before the crawling date,

1Here the objective is obviously lower bounded by 0, and
the alternating PG procedure will decrease it monotonically.
Thus the algorithm is guaranteed to be convergent.

user information post information

user id (UID) post id
friend links post content

shared post id list visiting friend UID list

Table 1: Data set information.

so that the click number of the post is stable; (2) the ”dead
users” (i.e. users who never shared posts) and ”dead posts”
(i.e. posts that were never visited) are discarded. After the
filtering, we remain 10k users and 10k web posts with 104k
user-post sharing interactions for experiments. The spar-
sity of the dataset (denoted as 10000user dataset) is around
0.1%, which is rather challenging for predictive modeling.

In Figure 3, we show the characteristics of 10000user dataset
by plotting (a) histogram of users with respect to the number
of shared posts (calculated by

∑
j Yij for ui), (b) histogram

of posts with respect to the times of being shared (calculated
by

∑
i Yij for pj), and (c) histogram of percentile item-level

social influence (calculated by
fij
gi

).

In our experiments, we randomly sample different num-
ber of users and select the web posts shared by these sam-
pled users to form datasets with different sizes, including
500users dataset, 2000users dataset, 5000users dataset, and
the 10000users dataset. They are used to evaluate the detail
performance of the proposed method.

4.2 Comparative Methods
Besides the proposed HF-NMF method, we also imple-

ment the following methods for comparison.

• Logistic Regression (LR): If we regard the user and
post factors as variables, and the strength of social in-
fluence as the response, then the prediction of social
influence can be formulated as a regression problem.
Thus, we firstly use the LR model to linearly com-
bine the user factors and post factors, and learn the
regression coefficients of the factors from the observed
training data.

• Cox Proportional Hazards Regression (CoxPH):
Different from LR, the user factors and post factors
are combined in an exponential way, as is used in [22],
which aims to predict the speed of diffusion of tweets
in Twitter.

• User Averaging Influence (AvgU): As users have
different overall influences regardless of web posts, we
can predict unobserved social influence by the average
over observed ones, i.e.,

fi,. =

∑
j fij∑
j Yij

. (16)

• Post Averaging Influence (AvgP): As in AvgU, we
can also predict the social influence by the web posts’
averaging influence regardless of users:

f.,j =

∑
i fij∑
i Yij

. (17)

• Basic Non-NegativeMatrix Factorization (bNMF):
In this method, we only consider the user-post inter-
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Figure 3: Statistics of the dataset.

action matrix, and find the joint latent space for users
and posts by solving the objective function:

min
U,V

∥∥∥X−UV�
∥∥∥2

F
+ γ ‖U‖2F + δ ‖V‖2F

s.t.U ≥ 0, V ≥ 0 (18)

• User Factors Constrained NMF (bNMF+UF): By
incorporating the user factors in to the bNMF, we find
the joint latent space for users and posts by solving:

min
U,V

∥∥∥X−UV�
∥∥∥2

F
+ α

∥∥∥W−UU�
∥∥∥2

F
+ γ ‖U‖2F + δ ‖V‖2F

s.t.U ≥ 0, V ≥ 0

• Post Factors Constrained NMF (bNMF+PF): By
incorporating the post factors in to the bNMF, we find
the joint latent space for users and posts by solving:

min
U,V

∥∥∥X−UV�
∥∥∥2

F
+ β

∥∥∥C−VG�
∥∥∥2

F
+ γ ‖U‖2F + δ ‖V‖2F

s.t.U ≥ 0, V ≥ 0, G ≥ 0

4.3 Evaluation Measures
The main goal of the paper is to learn the joint latent

space for users and posts so that their inner-products can
approximate the observed entries in X, and meanwhile, have
good prediction performance for unobserved entries. In our
experiments, we will hide some observed entries X by con-
trolling the user sharing matrix Y in training, and using
the learned U and V to approximate X . Then the qual-
ity of the prediction will be evaluated using the Root Mean
Square Error (RMSE).

RMSE =

√√√√√
∑

Xij∈X
(Xij −UiV

�
j )2

|X | (19)

After predicting the hidden entries, we further rank them
along two dimensions (i.e. user dimension and post di-
mension) according to two application scenarios: influencer
ranking and influential post ranking. Here we use two ranking-
based evaluation criterions proposed in [16] to measure the
ranking performance: (1) T-measure, which simply counts
how many of the pairs in the test data are ordered incor-
rectly, and it is calculated by

T =
∑
i<j

1(si > sj), (20)

where i, j are the orders in groundtruth, and si, sj are the
predicted orders. (2) R-measure, which weights the incorrect

α β γ δ RMSE

0.00001 0.001 0.001 0.001 0.15564
0.0001 0.01 0.01 0.01 0.15234
0.001 0.1 0.1 0.1 0.17742

Table 2: HF-NMF tradeoff parameters setting and
evaluation.

ordered pairs by the difference in the testing ranks, and it
is calculated by

R =
∑
i<j

(j − i) · 1(si > sj). (21)

These two measures are normalized into [0,1] by

η = 1− 2T

n(n− 1)

� = 1− 6R

n(n− 1)(n+ 1)

(22)

with 1 corresponding to perfect ranking and 0 representing
the reverse ranking.

4.4 Parameter Settings
In this section, we will investigate the effect of different

parameter settings when implementing HF-NMF, include
tradeoff parameters, dimension of hidden space, and number
of projected gradient iterations, on the performance.

4.4.1 Tradeoff Parameters
The tradeoff parameters α, β, γ, δ in HF-NMF play the

role of adjusting the strength of different terms in the ob-
jective function. As the value range of the 4 components in
equation (12) are different, the parameter setting should be
consistent with the corresponding component’s value range.

The component
∥∥W−UU�∥∥2

F
is the sum of 100 million

entries with each entry ranging from 0 to 1. The compo-

nent
∥∥C−VG�∥∥2

F
is the sum of 1 million entries with each

entry ranging from 0 to 1. Both ‖U‖2F and ‖V‖2F are the
sum of 10k entries with most entries ranging from 0 to 1.
Considering the roles of different components, we test the
three sets of tradeoff parameters as shown in Table 2, and
use the 2000users dataset for validation.

The results in Table 2 show that the parameter set α =
0.0001, β = γ = δ = 0.01 produce the best performance.
In our following experiments, we just use this parameter
setting.
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4.4.2 Dimensionality of the Hidden Space
The goal of HF-NMF is to find a k-dimensional joint latent

space for users and web posts. How to set k is important
for prediction performance. If k is too small, the users and
web posts cannot be well represented and discriminated in
the latent space. If k is too large, the computational com-
plexity will be greatly increased. Thus, we conduct 5 experi-
ments with k ranging from 5 to 40 on the 2000users dataset.
The results are shown in Figure. 4, from which we can see
that with the increase on the dimension k, RMSE will re-
duce gradually. When k > 30, the RMSE reduces rather
slow. For the concern of the tradeoff between efficiency and
prediction precision, we choose k = 20 as the latent space
dimension in our experiments.

5 10 15 20 25 30 35 40

0.145

0.15

0.155

0.16

k

R
M

S
E

Figure 4: Prediction performance v.s. hidden space
dimension.

4.4.3 Number of Iterations
When using PG method to solve problem (12), we need

to predefine a proper number of updating iterations to get
a good performance while avoid overfitting. Here we use
2000users dataset to validat this parameter. We hide 10%
entries from matrix X and run 50 NMF iterations (each
NMF iteration corresponds to update the three matrices
U,V,G alternatively with). In each iteration, we record the
objective function value and RMSE for hidden entries, and
simultaneously plot the convergence curve of PG method
and the RMSE curve, as shown in Figure 5.
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Figure 5: The synchrony between PG convergence
curve and prediction performance.

From Figure 5 we can see that the RMSE reduces with
the iteration process, as well as the objective function value.
Near the 15th PG iteration, the RMSE curve reaches the
minimum value. After that, there is a little overfitting ef-
fect in RMSE. When the objective function values become
stable, the RMSE does not go far away from the minimum
value. This demonstrates that the proposed HF-NMF has

good generalization ability. Considering the trade-off be-
tween the efficiency and prediction precision, we conduct
45 iterations in PG for the solution in the following experi-
ments.

4.5 Prediction Performance
In this section, we will demonstrate the prediction perfor-

mance of the proposed method, and compare it with other
methods.

We randomly select 50%, 70% and 90% of the observed
entries in matrix X of difference sizes of datasets (includ-
ing 500users dataset, 2000users dataset, 5000users dataset
and 10000users dataset) as the training data, and the rest
as the testing data. The random selection was carried out
10 times, and the average RMSE is reported. The same ex-
periments are conducted on the proposed method and the
7 comparative methods listed in subsection 4.2. The results
are shown in the Table 3.

From the Table 3, we can observe that:

• The proposed HF-NMF algorithm, which incorporates
the user, post and the user-post interaction factors to-
gether, achieves the best performance in most experi-
mental trials.

• The more entries used for training, the lower RMSE
the methods can achieve. This is consistent with the
intuitive assumption that the prediction performance
depend heavily on the percentage of training data,
especially in sparse dataset where the model can be
hardly sufficiently trained.

• HF-NMF’s advantage over bNMF is more obvious when
there are less observed entries (e.g. 50% than 90%) for
training . This is because when the matrix is sparse,
the matrix factorization has many possible solutions.
In this case, the priors on the users and posts are de-
manded to compress the degrees of freedom. In HF-
NMF, by incorporating the hybrid factors into the ma-
trix factorization model, the sparsity problem is effec-
tively alleviated.

• The comparison between bNMF+UF v.s. bNMF and
bNMF+PF v.s. bNMF reveals that the user factors
are more effective compared with the post factors in
our case.

• The two regression models are not fit for this problem.
The main reason is that the regression models can only
combine the one side factors (i.e. post-specific factors
and user-specific factors), but the interaction between
the user and post cannot be well incorporated in the
model, which is particularly important in this problem.

• The prediction performance of AvgU is better than
AvgP, which reveals that the overall social influence of
users excluding web posts are more stable than that of
web posts. As both of them do not address the user-
post specific variances, their prediction performance
are worse than all the matrix factorization methods in
all the trails.

4.6 Ranking Task Evaluation
After predicting the social influence, we make use of the

results in ranking scenarios. One is to rank the influential
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LR CoxPH AvgP AvgU bNMF bNMF+PF bNMF+UF HF-NMF

500 users

50% 0.2026 0.202 0.199376 0.159798 0.158551 0.154719 0.153801 0.152977
70% 0.2093 0.2089 0.185823 0.150239 0.147858 0.149715 0.149009 0.146358
90% 0.1827 0.1822 0.178479 0.145262 0.1416632 0.1420855 0.1407717 0.141673

2000 users

50% 0.266 0.2642 0.226263 0.173654 0.171527 0.17034 0.169171 0.168771
70% 0.2304 0.2292 0.204045 0.163817 0.16154 0.161642 0.1597654 0.15936
90% 0.1699 0.1742 0.192715 0.1581 0.154478 0.15044 0.15273 0.151793

5000 users

50% 0.2249 0.2241 0.250079 0.185797 0.183837 0.182474 0.179382 0.177451
70% 0.2288 0.2206 0.226694 0.1743 0.169922 0.169994 0.170496 0.169892
90% 0.2307 0.2324 0.210018 0.170393 0.167686 0.164501 0.164983 0.164337

10000 users

50% 0.2615 0.2591 0.254009 0.189941 0.188926 0.185849 0.182247 0.181321
70% 0.2104 0.2073 0.23416 0.175754 0.174362 0.179101 0.172264 0.170842
90% 0.2354 0.234 0.210646 0.17097 0.167127 0.167633 0.165806 0.165159

Table 3: Prediction performance comparisons.

users given a web post, the other is to rank the web posts
given a user.

4.6.1 User and Post Ranking Performance
We randomly select 30 web posts. For each post, at least

13 users should have shared it, i.e. at least 13 observed
entries correspond to the post in X. We hide 10 of the
observed entries, and predict the entry values by HF-NMF,
and then rank them in a descend order. The top-ranked
users are regarded to be more influential with respect to the
given post.

An example of user ranking is shown in Table 5. After
converting the percentile social influence Xij into X̃ij by
equation 3, the predicted social influence can be well inter-
preted. For example, given the post4405, we predict that
if user1287 share the post, then 27 of her friends will visit
it. In groundtruth, 26 of user1287’s friends visited the post
after she shared the post. Also, given the post, the ranking
of the users according to their social influence are mostly
consistent with the groundtruth.

We conduct the similar process for post ranking. An ex-
ample is shown in Table 4.

4.6.2 Comparison with Other Methods
In order to compare the proposed method with other com-

parative methods in ranking performance, we calculate the
average η and � over selected users and posts as the com-
parative measure. The results are shown in Table 6.

We can observe that HF-NMF achieves the best perfor-
mance in both user ranking and post ranking tasks. bNMF+UF
is better than bNMF+PF in user ranking, and bNMF+PF is
better than bNMF+UF in post ranking, which demonstrate
the effectiveness of the priors on users and posts. Also, by
comparing the Table 3 and Table 6, we can see that the ad-
vantages of HF-NMF over other comparative methods are
more obvious in ranking tasks.

5. CONCLUSION
In this paper, we study a novel problem of item-level social

User Ranking Post Ranking
η � η �

HF-NMF 0.8942 0.9389 0.8012 0.8697
bNMF+UF 0.8739 0.9088 0.7423 0.8334
bNMF+PF 0.8236 0.8412 0.7654 0.8548

bNMF 0.813 0.8342 0.7358 0.7926
AvgU 0.7824 0.8056 0.7047 0.7583
AvgP 0.6973 0.7143 0.6746 0.736
CoxPH 0.6596 0.6893 0.659 0.6762
LR 0.6524 0.697 0.6328 0.6593

Table 6: Comparison on user ranking.

influence prediction. We discover the effective user-specific
and post-specific predictive factors, and propose a Hybrid
Factor Non-Negative Matrix Factorization (HF-NMF)method
to incorporate these predictive factors for user-post specific
social influence prediction. To solve the problem, we de-
vise an efficient Projected Gradient (PG) method for HF-
NMF solution. Experimental results on a real social network
dataset demonstrate that the proposed method can achieve
better performance in social influence prediction compared
with baseline methods. Meanwhile, we introduce the item-
level social influence into users ranking and web posts rank-
ing, and the experiment results show that the proposed
method can effectively recommend the influential users given
a web post, and the influential web posts given a user.
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PostIDs 8783 9993 6551 8169 3550 8698 1404 5655 7825 4459

RankOrder(groundtruth) 1 2 3 4 5 6 7 8 9 10
SocialInfluence(groundtruth) 73 53 53 33 13 13 13 13 6 6

RankOrder(Prediction) 1 3 2 4 9 6 7 8 5 10
SocialInfluence(Prediction) 65 43 44 31 12 20 15 14 25 9

Table 4: A web posts ranking example for user 4852.

UserIDs 2627 1287 2336 2952 4466 2764 3052 0893 7666 4909

RankOrder(groundtruth) 1 2 3 4 5 6 7 8 9 10
SocialInfluence(groundtruth) 33 26 19 19 13 13 6 6 6 6

RankOrder(Prediction) 4 1 2 3 5 6 7 8 9 10
SocialInfluence(Prediction) 16 27 19 17 13 11 7 6 6 6

Table 5: A user ranking example for post 4405.
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