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ABSTRACT
Social behavior dynamics is one of the central building blocks in understanding and modeling complex social dynamic phenomena, such as information spreading, opinion formation, and social mobilization. While a wide range of models for social behavior dynamics have been proposed in recent years, the essential ingredients and the minimum model for social behavior dynamics is still largely unanswered. Here, we find that human interaction behavior dynamics exhibit rich complexities over the response time dimension and natural time dimension by exploring a large scale social communication dataset. To tackle this challenge, we develop a temporal Heterogeneous Survival framework where the regularities in response time dimension and natural time dimension can be organically integrated. We apply our model in two online social communication datasets. Our model can successfully regenerate the interaction patterns in the social communication datasets, and the results demonstrate that the proposed method can significantly outperform other state-of-the-art baselines. Meanwhile, the learnt parameters and discovered statistical regularities can lead to multiple potential applications.
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1 INTRODUCTION
Social behavior dynamics, referring to the dynamic process of human interactions, is one of the central building blocks in understanding and modeling complex social dynamic phenomena, such as information spreading, opinion formation, and social mobilization. While a wide range of models for social behavior dynamics have been proposed in recent years, most of them assume that the interactions among individuals are highly random, following a Poisson process [6, 20]. Recently, some recent non-trivial patterns of response time (i.e. the duration between the time a person receives a message and the time he makes a response) and the inter-event time (i.e. the time duration between consecutive behaviors of the same person) are found in empirical data [9, 23, 35]. A notable one [35] is that most responses made in a very short time scale, and some responses stall for a long time, resulting in a heavy-tailed distribution on response time, which is in contrast with the exponential distribution of response time generated by the Poisson process assumption on social interaction behaviors. Meanwhile, some recent study finds the evidence that the circadian rhythm [8], such as the working-rest periods, is non-trivial in influencing human behavior dynamics. What are the essential ingredients and the minimum model for social behavior dynamics is still largely unanswered.

Here, we explore a large scale social communication dataset consisting of 5 million users, finding that human interaction behavior dynamics exhibit rich complexities. We plot the
response density functions $P_t(\tau)$ of user activities versus different starting time $t$ in natural time scale in Figure 1(a). It is obvious that the densities change over response time, while the response time distribution also change over the natural time dimension following an obvious circadian rhythm. This suggests that the social behavior dynamics are temporally heterogeneous in nature. Although there have been some existing models to separately address the regularities in response time [35] and circadian rhythm of human behaviors [19], none of them can jointly model these two components, leading to non-trivial bias and error in understanding and predicting human behaviors.

In this paper, we propose a temporally Heterogeneous Survival framework where the regularities in response time dimension and natural time dimension are organically integrated. Our proposed model has the following advantages:

- **Unification power:** it is able to model the problems in both natural time scenarios and response time scenarios. As the model is designed under the probabilistic framework, it can be easily solved by Maximum Likelihood Estimation.
- **Interpretability:** All parameters have clear physical meanings. This is helpful for insightful understanding on social dynamics.
- **Usefulness:** We apply the model in two online social communication datasets. The learnt parameters and discovered statistical regularities lead to multiple potential applications.
- **Accuracy:** as shown in Figure 1(b), our model can successfully regenerate the interaction patterns in a social communication dataset. Also, extensive experiments are conducted to demonstrate the effectiveness of the model.

The rest of the paper is organized as follows: in Section 2, we give a survey on the related work. Section 3 presents a general framework of Heterogeneous Survival Model. Based on the observation of the dataset, we design a survival function modeling the social communication dynamics in Section 4. We evaluate our method and report the experimental result in Section 5. Last, we conclude our paper in Section 6.

### 2 RELATED WORKS

Research works in social dynamics aim to understand and model the information and knowledge spreading dynamics over social systems. Recently, much effort has been made towards this field thanks to the increasing availability of large-scale datasets, leading to the discovery of a number of generic mechanisms and ingredients governing social dynamics across various domains.

A lot of works in network science community aim to model diffusion dynamics through epidemic models in a continuous time basis, leading to critical theoretical advances such as the finding of absence of the epidemic threshold for inhomogeneous networks [2, 12, 22, 31, 34].

Complementarily, studies in the data mining community are interested in extracting and mining information from the real-world datasets. For example, a large portion of works aimed to cluster diffusion dynamics by distinct user interests and other human activities [1, 3–5, 10, 13, 14, 16–18, 21, 24–27, 30, 33]. However, most data mining approaches focus on
seeking relevant features and metrics through exploratory data analysis rather than offering generative models in a dynamic fashion.

More recently, new approach emerges by fusing the techniques developed in both areas, aiming to model the diffusion dynamics through continuous time Markov processes [6, 20]. Subsequent works based on the survival theory have relaxed the Markov condition, aiming to capture the non-Poisson nature of the observed waiting time distribution [9, 23, 28, 29, 35]. However, such kind of works can not deal with the key factor that the diffusion dynamics is influenced by the circadian rhythm [11, 32]. Although a few works have tried to solve this situation by heterogeneous poisson process [19], no models can consider both properties existing in diffusion dynamics.

3 TEMPORALLY HETEROGENEOUS SURVIVAL FRAMEWORK

In order to consider the complex waiting time pattern and inhomogeneous user activity in human behavior, we design a Temporally Heterogeneous Survival Framework depending on natural time variable $t$ and response time variable $\tau$. It tries to answer the following questions: if an event starts at $t$, what is the probability that a response event occurs after a certain duration $\tau$? Of those that did not occur (at $t+\tau$), at what rate will they happen?

Based on the target of our framework, we propose three metrics as below:

- $f_t(\tau)$: probability density function, to record the probability that an event starts at $t$ while the response duration is $\tau$.
- $S_t(\tau)$: survival function, the complement of the c.d.f, which gives the probability of the response event did not happen before $t+\tau$.
- $\lambda_t(\tau)$: hazard function, or intensity function, the conditional probability that the event will occur in $t+\tau$ if it did not happened before $t+\tau$.

Given one of these metrics, the other two metrics can also be determined by the following equations:

$$S_t(\tau) = Pr(T \geq \tau) = \int_{\tau}^{\infty} f_t(\tau')d\tau'$$

(1)

$$f_t(\tau) = -\frac{\partial S_t(\tau)}{\partial \tau}$$

(2)

$$\lambda_t(\tau) = \frac{f_t(\tau)}{S_t(\tau)} = -\frac{\partial S_t(\tau)}{S_t(\tau)} = \frac{\int_{\tau}^{\infty} f_t(\tau')d\tau'}{\int_{\tau}^{\infty} f_t(\tau')d\tau'}$$

(3)

$$S_t(\tau) = e^{-\int_{0}^{\tau} \lambda_t(\tau') d\tau'}$$

(4)

$$f_t(\tau) = \lambda_t(\tau)e^{-\int_{0}^{\tau} \lambda_t(\tau') d\tau'}$$

(5)

For ease of modeling, we often try to model the hazard function when the survival process is complex. It usually has succinct formulation comparing with the other two metrics.

Next, we will give a formal definition of the communication data, to explain what kind of data our model can handle.

3.1 Communication data format

Given a sender $u$ and a receiver $v$, the communication data of $(u,v)$ is a joint set $\Omega_{u,v}$ that consists of all the communication records between $u$ and $v$: $\Omega_{u,v} = \{(s_i, e_i)\}$. Here, A communication record $(s, e)$ means one user (receiver) begins a communication at $s$, and gets the response from another user (sender) at $e$.

3.2 The Likelihood Function

Suppose that we have $n$ communication records $\{(s_i, e_i)\}$ governed by a survival function $S_t(\tau|\theta)$ with associated density function $f_t(\tau|\theta)$ and hazard function $\lambda_t(\tau|\theta)$ under parameters $\theta$. The likelihood function of communication records can then be written as follows:

$$L = \prod_{i=1}^{n} f_t(e_i - s_i|\theta)$$

(6)

Taking the logarithm of the survival function, we obtain the log-likelihood function for the communication data:

$$l = \log L$$

$$= \sum_{i=1}^{n} \left( \log \lambda_i(e_i - s_i|\theta) + \log S_i(e_i - s_i|\theta) \right)$$

(7)

The survival parameters $\theta$ can then be measured by maximizing the log-likelihood function (Equation 7). Usually, we can use the L-BFGS Quasi-Newton Method [15] to solve this problem. We can first get the derivatives of all parameters with respect to $\lambda$, and then get the derivatives to the log-likelihood function by using Equation 8 and Chain Rule in calculus.

$$\frac{\partial l}{\partial \theta} = \frac{\partial \sum_{i=1}^{n} \left( \log(\lambda_i(e_i - s_i|\theta)) - \int_{0}^{e_i-s_i} \lambda_i(x|\theta)dx \right)}{\partial \theta}$$

(8)

3.3 General Decomposition

Usually, it is hard to design a comprehensible hazard function due to the complex pattern in two-dimensional density function. Hence, an intuitive idea is to model the hazard function by adopting a divide-and-conquer approach: we can first design a stretching function $\omega(t)$, indicating the activeness of the user at different time $t$ (Thereby, the stretching function will have a mean value of 1). Simultaneously, we may also design another respond function $G(\tau)$ for the purpose of modeling the intensity at different response time $\tau$. After that, the hazard function can be finalized by a combination of these two functions:

$$\lambda_t(\tau) = \omega(t)G(\omega(t)\tau)$$

(9)
Given that it can include all previous studies as special cases, we consider such kind of decomposition very powerful. For example, when $\omega(t)$ remains the same value (equal to 1) at every point, the hazard function will degenerate to:

$$\lambda_t(\tau) = G(\tau)$$  \hspace{1cm} (10)

leading to the same form of the homogeneous survival model.

On the other hand, when $G$ is unchanged, the hazard function will be:

$$\lambda_t(\tau) = c_2 \omega(t)$$  \hspace{1cm} (11)

In this situation, our heterogeneous survival model will degenerate to the heterogeneous poisson model. Thereby, it is clear that our model gains the properties from both homogeneous survival model and heterogeneous poisson model.

4 MODELING RESPONSE DYNAMICS IN SOCIAL SYSTEM

In this section, we will first give an introduction to the dataset we used in our paper. After that, we will give a solution on modeling the patterns we discovered in the dataset.

4.1 Dataset Description

4.1.1 Online information diffusion data.  \hspace{1cm} 1

This is an online information diffusion dataset \cite{29} from Tencent Weibo\textsuperscript{2}, a Twitter-style social platform in China. It includes all cascades with at least 5 tweets generated in the 10 days between Nov 15 and Nov 25 2011. For each tweet, there is a triad $< u, t, r >$ to respectively represent the sender of tweet, sending time of tweet, and the user it reply to. Therefore, it is easy to obtain a communication record $(t', t)$ by getting the tweet time $t'$ sent by $r$ for each tweet. In total, there are 0.46 million cascades in the dataset.

4.1.2 Email data. This dataset contains a 83-days email communication records between users in an university mail server \cite{7}. Each record in the dataset is constituted by a triad, e.g., $< \text{time } t, \text{sender } r, \text{receiver } s >$. For each record $< t, r, s >$, we find the latest record $< t', r, s >$ sent before $t$ as a communication record $(t', t)$. In order to remove the communication record triggered by the automatic response in the mail system, we omit the communication record $(t', t)$ whose response duration is less than 10 second, e.g., $t - t' \leq 10$.

4.2 Modeling Inhomogeneity in Daily activity

We next examine the daily activity factor, which is not considered in most previous studies. We count the number of messages per hour every day in the information diffusion dataset, and illustrate the result at Figure 2. We can see that the user activities have a clear circadian patterns: people are more active at daytime and less active at night.

Figure 2: The number of messages per hour every day in the information diffusion dataset.

Figure 3: diverse user activities in a social system

In order to eliminate the distinct survival effect caused by the rise and fall pattern of daily activities, several previous studies try to quantify the dynamics by event time instead of natural time \cite{8, 28, 29, 35} \textsuperscript{3}. The idea is very similar with our design purpose of $\omega(t)$. However, it has the following drawbacks:

- It can not provide insights on how people behave in natural time.
- The design is not precise. By plotting the daily activity values of six different users in Figure 3, we can find that the user daily activities are very dissimilar\textsuperscript{4}.

Hence, the idea of event time is not suitable for such kind of dynamics.

---

\textsuperscript{1}The dataset is complete and publicly available at http://www.thumedia.org

\textsuperscript{2}http://t.qq.com

\textsuperscript{3}redefine the time by the number of messages users post on the social system

\textsuperscript{4}Here, we divide the day into 6 periods, including:
- daybreak: 2:00-6:00
- morning: 6:00-10:00
- noon: 10:00-14:00
- afternoon: 14:00-18:00
- evening: 18:00-22:00
- midnight: 22:00-2:00(nextday)
We further analyze the inhomogeneity in the response time. The periodic parameter can not capture the pattern in shorter and longer time scales. The sharp cutoff at large time scale indicates a clear characteristic can not capture the pattern in shorter and longer time scales. For the middle scale, it can be well approximated by a power-law function. However, the power-law characteristic can not capture the pattern in shorter and longer time scales. The sharp cutoff at large time scale indicates a clear exponential tail. Nevertheless, it is very dissimilar between real data and the homogeneous poisson process.

Thereby, we proposed the following Weibull based generic intensity function to incorporate different activity patterns in heterogenous dimension:

\[ G(\tau) = \lambda_0 \tau^{-\alpha} H(\tau - \beta) \]  

where the parameters \( \{ \lambda_0, \alpha, \beta \} \) captures the following different aspects in human activity patterns:

- \( \lambda_0 \) is the scale parameter of the distribution. It mainly controls the average duration of the response. The smaller the scale parameter, the more spread out the distribution.
- \( \alpha (\alpha < 1) \) is the shape parameter which describes the relationship between the intensity rate and response time:
  - \( \alpha > 0 \): in this situation, the intensity rate is decreasing over time. This happens when most of the responses occurs in the very early stage, or there is a significant ”infant mortality”. Hence, it is very important to consider the communications with such patterns when we want to maximize the influence.
  - \( \alpha = 0 \): in this situation, the intensity rate is independent of the response duration. It is proportional to the daily activity value, and the whole process will reduce to a heterogeneous poisson process.
  - \( \alpha < 0 \): this means the intensity rate increases over time. In this situation, the responses are more likely to occur as time goes on, which means it is an ”aging” process.
- \( \beta \) is the location parameter, which determines the ”location” or the shift of the distribution. The \( H(\tau) \) function used in the formula is a Heaviside step function, which is a discontinuous function whose value is 0 when \( x < 0 \) and 1 when \( x > 0 \). In social dynamics scenario, the location parameter can indicate the consideration duration in the response of a user.

\[ \lambda_0 \omega(t) = \frac{\lambda_0 \omega(t)}{(\omega(t)\tau)^\alpha} H(\omega(t)\tau - \beta) \]  \( \lambda_0 \omega(t) \)

\[ \frac{\partial \lambda_0}{\partial \lambda_0} = \frac{\omega(t)}{(\omega(t)\tau)^\alpha} \left( 1 + e^{-\frac{\omega(t)\tau - \beta}{\alpha}} \right)^{-1} \]  \( \frac{\partial \lambda_0}{\partial \lambda_0} \)

\[ \frac{\partial \lambda_0}{\partial \alpha} = -\log(\omega(t)\tau) \frac{\lambda_0 \omega(t)}{(\omega(t)\tau)^\alpha} \left( 1 + e^{-\frac{\omega(t)\tau - \beta}{\alpha}} \right)^{-1} \]  \( \frac{\partial \lambda_0}{\partial \alpha} \)

\[ \text{Figure 4: The probability density function of the time interval between user communications in the information diffusion dataset.} \]

In order to model the circadian activities of a user, we provide a Periodic Gaussian Mixture Model as below:

\[ \omega(t) = \sum_{i=0}^{k} \phi_i \int_{t-\infty}^{t} \mathcal{I}_i(t') g(t'|\mu'_i, \sigma^2_i) dt' \]  (12)

Here, \( \mathcal{I}_i(t) \) is a Dirac comb with the periodic parameter \( T \) and \( g(t'|\mu'_i, \sigma^2_i) \) denotes the density of a normal distribution. The periodic parameter \( T \) can be used in various domains. For example, it will be a daily periodic function when \( T = 86400 \) seconds and a weekly periodic function when \( T = 7 \) days. In our model, we choose to use a daily periodic function.

4.3 Modeling inhomogeneity in response time

We further analyze the inhomogeneity in the response time dimension. We estimate the probability density function of the time interval between user communications, and illustrate it in Figure 4. As we can see, the response time ranges over five orders of magnitudes. Basically, it can be classified into three parts. For the middle scale, it can be well approximated by a power-law function. However, the power-law characteristic can not capture the pattern in shorter and longer time scales. The sharp cutoff at large time scale indicates a clear exponential tail. Nevertheless, it is very dissimilar between real data and the homogeneous poisson process.

Thereby, we proposed the following Weibull based generic intensity function to incorporate different activity patterns in heterogenous dimension:

\[ G(\tau) = \lambda_0 \tau^{-\alpha} H(\tau - \beta) \]  (13)

4.4 Parameter Optimization

Based on the discovery and the proposed function in Equation 12 and Equation 13, the hazard function can be obtained using Equation 9 as:

\[ \lambda_t(\tau|\theta) = \frac{\lambda_0 \omega(t)}{(\omega(t)\tau)^\alpha} H(\omega(t)\tau - \beta) \]  (14)

For ease of computation, we replace the Heaviside step function by a logistic function (with a fix parameter \( \phi = 0.001 \)), and finalize the hazard function as:

\[ \lambda_t(\tau|\theta) = \frac{\lambda_0 \omega(t)}{(\omega(t)\tau)^\alpha} \left( 1 + e^{-\frac{\omega(t)\tau - \beta}{\alpha}} \right)^{-1} \]  (15)

We only need to get the gradients of every parameters with respect to \( \lambda_t(\tau) \), and then using the strategy proposed in Section 3.2 to get the modeling parameters \( \theta = \{ \lambda_0, \alpha, \omega(t), \beta \} \):

\[ \frac{\partial \lambda_0}{\partial \lambda_0} = \frac{\omega(t)}{(\omega(t)\tau)^\alpha} \left( 1 + e^{-\frac{\omega(t)\tau - \beta}{\alpha}} \right)^{-1} \]  \( \frac{\partial \lambda_0}{\partial \lambda_0} \)

\[ \frac{\partial \lambda_0}{\partial \alpha} = -\log(\omega(t)\tau) \frac{\lambda_0 \omega(t)}{(\omega(t)\tau)^\alpha} \left( 1 + e^{-\frac{\omega(t)\tau - \beta}{\alpha}} \right)^{-1} \]  \( \frac{\partial \lambda_0}{\partial \alpha} \)
\[ \frac{\partial \lambda_i(\tau)}{\partial \omega(t)} = (1 - \alpha) \left( \frac{\lambda_0}{\omega(t) \tau^\alpha} \right) \left( 1 + e^{-\frac{\omega(t) - \beta}{\phi}} \right)^{-1} + \frac{\lambda_0 \omega(t) \tau^\alpha}{(\omega(t) \tau^\alpha)} \left( 1 + e^{-\frac{\omega(t) - \beta}{\phi}} \right)^{-2} e^{-\frac{\omega(t) - \beta}{\phi}} \] (18)

\[ \frac{\partial \omega(t)}{\partial \phi_i} = \sum_{i=0}^{k} \int_{t'=\inf}^{\sup} III_r(t') g(t' | \mu_i, \sigma_i^2) dt' \] (19)

\[ \frac{\partial \omega(t)}{\partial \mu_i} = \sum_{i=0}^{k} \int_{t'=\inf}^{\sup} III_r(t') \frac{\partial g(t' | \mu_i, \sigma_i^2)}{\partial \mu_i} dt' \] (20)

\[ \frac{\partial \omega(t)}{\partial \sigma_i} = \sum_{i=0}^{k} \int_{t'=\inf}^{\sup} III_r(t') \frac{\partial g(t' | \mu_i, \sigma_i^2)}{\partial \sigma_i} dt' \] (21)

\[ \frac{\partial \lambda_i(\tau)}{\partial \beta} = - \frac{\lambda_0 \omega(t)}{(\omega(t))^2} \left( 1 + e^{-\frac{\omega(t) - \beta}{\phi}} \right)^{-2} e^{-\frac{\omega(t) - \beta}{\phi}} \] (22)

For the purpose of finding a good region of parameter space, we set the initial value of parameters using some prior knowledge. Meanwhile, in order to avoid the accuracy error, we divide the parameters into three groups, and optimize these parameters iteratively until reaching convergence. The overall algorithm is presented in Algorithm 1.

Algorithm 1 Parameter Optimization

Input:
Communication data of two users CD(u, v).

Output:
Communication parameters \{\lambda_0, \alpha, \beta, \omega(t)\}.

1: it = 0
2: sum_duration = 0; \quad \triangleright \text{Initialization.}
3: min_duration = \infty;
4: for i = 1 to size(CD(u,v)) do
5: sum_duration = sum_duration + CD(u,v)(i).e - CD(u,v)(i).s
6: if CD(u,v)(i).e - CD(u,v)(i).s \geq \text{min_duration} then
7: min_duration = CD(u,v)(i).e - CD(u,v)(i).s
8: end if
9: end for
10: average_duration = sum_duration / size(CD(u, v));
11: \lambda_0(t)[0] = 1 / \text{average_duration}
12: \alpha[0] = 0.9
13: get \(\omega(t)[0]\) using KMEANS with all e_i in CD(u,v)
14: \beta[0] = 0.5 \text{ min_duration} \quad \triangleright \text{Initialization.}
15: repeat
16: it = it + 1
17: \lambda_0[t][i] = argmax_{\lambda_0} \lambda_0 \lambda(t)_{\text{est}} \quad \triangleright \text{Initialization.}
18: \beta[t][i] = argmax_{\beta} \beta \lambda(t)_{\text{est}}
19: \omega(t)[t][i] = argmax_{\omega} \omega \lambda(t)_{\text{est}}
20: until Convergence
21: return \(\theta = \{\lambda_0[t][i], \beta[t][i], \omega(t)[t][i]\}\)

5 EXPERIMENTS

In this section, we conduct experiments on two datasets introduced in Section 4.1. We will first show how well our model matches the real world data, and then analyze the distribution of all the parameters to illustrate the distinction between different social systems. Furthermore, we will give suggestions on how to maximize the effect of information spreading among diverse groups of people.

5.1 Baselines and Evaluation Metrics

To exemplify the performance of our model, we use some homogeneous survival based model and heterogeneous poisson model as baselines. The details of these models are described as follows:

- Weibull distribution: it gives a distribution which has been controlled by two parameters and k in its scale and shape. The failure rate is proportional to a power of time.
- Log Normal distribution: it is a continuous probability distribution of a random variable whose logarithm is normally distributed. Hence, \(Y = \ln(X)\) has a normal distribution if X is log-normally distributed.
- Pareto distribution: the Pareto distribution is a power law probability distribution that is used in many types of observable phenomena.
- Heterogeneous Poisson Point Process: the Poisson point process is one of the most used point processes. When the intensity parameter \(\lambda\) varies over time, it is called the Heterogeneous Poisson Point Process.

As some previous studies use event time to eliminate the natural time user activity effect, we examine the efficiency for the homogeneous survival based model in two ways:

- We model the communication dynamics directly; or
- At the outset, we transfer the natural time communication data to event time communication data and then learn the model and regenerate the data under event time scenario. In the end, we transfer the event time regeneration back to the natural time domain.

We use Kolmogorov-Smirnov test to evaluate the performance. It is one of the most useful methods for comparing two samples. It tries to quantify a distance between the empirical cumulative distribution functions of two samples by the following method:

\[ \text{ksstat} = \sup_{x} |F_1(x) - F_2(x)| \] (23)

where the empirical cumulative distribution function for a sample is defined as below:

\[ G(x) = \frac{1}{n} \sum_{i=1}^{n} I_{x_i < x} \] (24)

The lower the ksstat is, the more similar the two samples will be. Based on the ksstat value, we further calculate the \(p\) value of the test case, and calculate out the ksrate value as the percentage of test cases which pass the \(p\) value test at the default 5% significance level. In so doing, the larger the average value of ksrate is, the more accurate the model will achieve.

5.2 Effectiveness

We first make a comparison on the information diffusion dataset. We try to evaluate the methods in three dimensions:
Figure 5: Response time distribution of a test case in the dataset.

- **Response time duration KS-test**: to test whether the response time distribution in the simulation is similar with the real case.
- **Daily activities KS-test**: to test whether the activities we generated in different time period of the day are similar with the real case.
- **Accuracy**: the probability that the test case passes both the two tests above.

Table 1 shows the experimental result. Although our method does not give the best performance in the KS-test of the response time, we beat the rest of methods in all the other metrics. 77.1% cases of our model successfully pass both the **Response time duration KS-test** and the **Daily activities KS-test**, while the other methods can only achieve 56.4%. The improvement is about 36.6%.

The Heterogeneous Poisson Point Process is the closest method compared at the accuracy test. Comparing to the other baselines, it has advantage at the Daily Activities Dimension. However, as we expected, it can not well capture the response time distribution as shown in Figure 5.

For the rest of the baselines, the survival based methods give a similar performance in the **Response time duration KS-test**. However, all of these methods cannot well capture the user activities in natural time scenario. Here, we plot the number of the response messages per hour everyday in Figure 6. Unlike our model, these methods will generate much more response messages in late night and much less messages in the daytime comparing to the real data. The experiment result improves if we conduct transformation between natural time and event time before and after modeling. However, there is still a huge gap between the methods using event time transformation and our model.

We use another statistic test to further demonstrate the advantage of our model: for one test case, we first classify the communication data (and the simulation communication data) into several sub-data by the starting time of the communication record, then apply the KS-test to each sub-data. The performances for all the methods are shown in Figure 7. It can be seen that the proposed method significantly outperforms other baselines in all time period.

![Figure 6: The comparison in the number of response messages generated by the models.](image)

![Figure 7: $k$-rate and its $k$-stat of information diffusion data clustered by time](image)

5.3 **Model Parameter Analysis**

We further analyze the parameters of our model from two perspectives by their physical meanings. On one hand, we try to find when the users tend to use the social system from their daily activity parameters $\omega(t)$. On the other hand, we analyze what kind of behaviors they tend to do based on their respond function parameters.

**5.3.1 Daily Activities.** According to the daily activity parameters $\omega(t)$ learnt from our model, the users in the information diffusion dataset can be divided into 7 categories by adopting the k-means algorithm. The result is illustrated on Figure 8. We can further combine them into 4 groups with clear meanings:

- **Heavy users**: the users in category 5 stay active all day in the social system. In our information dataset, there are 39.49% users having this attributes.
Table 1: Fitting result for the information diffusion dataset. The ksrate is the pass rate at the default 5% significance level.

<table>
<thead>
<tr>
<th>Model</th>
<th>our</th>
<th>Weibull</th>
<th>Log Normal</th>
<th>Pareto</th>
<th>Heterogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response ksstat</td>
<td>0.1597</td>
<td>0.1555</td>
<td>0.1612</td>
<td>0.1741</td>
<td>0.1731</td>
</tr>
<tr>
<td>Response ksrate</td>
<td>87.23%</td>
<td>88.56%</td>
<td>87.23%</td>
<td>80.88%</td>
<td>81.64%</td>
</tr>
<tr>
<td>Daily ksstat</td>
<td>0.1440</td>
<td>0.3532</td>
<td>0.3190</td>
<td>0.3520</td>
<td>0.3249</td>
</tr>
<tr>
<td>Daily ksrate</td>
<td>84.49%</td>
<td>28.91%</td>
<td>33.03%</td>
<td>30.11%</td>
<td>32.61%</td>
</tr>
<tr>
<td>Accuracy (both pass)</td>
<td>77.06%</td>
<td>26.74%</td>
<td>30.72%</td>
<td>27.91%</td>
<td>30.30%</td>
</tr>
</tbody>
</table>

Table 2: Fitting result for email dataset. The ksrate is the pass rate at the default 5% significance level.

<table>
<thead>
<tr>
<th>Model</th>
<th>our</th>
<th>Weibull</th>
<th>Log Normal</th>
<th>Pareto</th>
<th>Heterogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response ksstat</td>
<td>0.2150</td>
<td>0.1813</td>
<td>0.2022</td>
<td>0.1748</td>
<td>0.1945</td>
</tr>
<tr>
<td>Response ksrate</td>
<td>79.07%</td>
<td>94.57%</td>
<td>88.37%</td>
<td>96.12%</td>
<td>86.82%</td>
</tr>
<tr>
<td>Daily ksstat</td>
<td>0.1440</td>
<td>0.2527</td>
<td>0.2230</td>
<td>0.2420</td>
<td>0.2188</td>
</tr>
<tr>
<td>Daily ksrate</td>
<td>100%</td>
<td>65.89%</td>
<td>76.74%</td>
<td>68.99%</td>
<td>83.72%</td>
</tr>
<tr>
<td>Accuracy (both pass)</td>
<td>79.07%</td>
<td>63.57%</td>
<td>67.44%</td>
<td>68.22%</td>
<td>72.09%</td>
</tr>
</tbody>
</table>

Figure 8: The clustering result of user daily activities. The white area means the day time, while the grey area means the evening time.

- For the purpose of entertainment: some of the users like to use the social system between dinner and bed time (as shown in category 7). The users with the habit will be labeled as "For the purpose of entertainment". In all, there are 13.52% users with this label.
- Using as a leisure tool: 21.44% people tend to use the service as a leisure tool before sleep, leading to a peak at 12:00 p.m. in category 4, and another peak at 0:00 a.m. in category 1.
- Using on the way: there are 25.55% people who tend to use the social network service during the commuter time. We can observe obvious peaks at 7:00 – 9:00 a.m. in category 2, 3 and 18:00 – 20:00 p.m. in category 6.

We can find similar results in the clustering of the email dataset. Given the length of the paper, we did not show the clustering result of the email dataset.

5.3.2 Respond Activities. Next, we count the parameter distributions of the respond function parameters in both datasets, and present the result in Figure 9 and Figure 10. From the figure, we can get the following findings:

- \( \lambda \): the distribution of \( \lambda \) follows a log normal distribution in both datasets. The mean value of \( \lambda \) in the cascading dataset is around \( e^{-1} \), while most \( \lambda \) in the email dataset locate at \( e^{-9} \).
- \( \alpha \): it follows a normal distribution with mean value 0.008 in cascading dataset and 0.1206 in email dataset.

In the information diffusion dataset, 10.8% test cases have a \( \alpha \) parameter whose absolute value is less or equal than 0.01. In such situation, it is a heterogeneous poisson process dependent on daily activities (we have already explained in section 4.3), which partially proves the findings in [19]. There are still 36.4% test cases whose \( \alpha > 0.01 \), and 52.8% test cases whose \( \alpha < -0.01 \), indicating that the failure rate of these processes is dependent on the response durations. Meanwhile, most test cases in the email dataset have a positive \( \alpha \) value (91.4%), showing that the failure rate is decreasing over time. If we want to get response from these people (with \( \alpha > 0 \)), then we need to seriously consider the time start the communication.

- \( \beta \): the distribution of \( \beta \) is different with two datasets. In the email dataset, it is a typical log normal distribution with a single peak near \( e^{2} \cdot s \sim 2 min \). In the information diffusion dataset, it is a bimodal distribution with one peak near 0 and the other near 1 min, showing that two
different behaviors exist in the social network system: some people like to make decisions very fast, while the others tend to think for a while before their response. Hence, we need to use more eye-catching words to attract the people having smaller $\beta$ on one hand, while, on the other hand, concentrate more on the substantive content for those with higher $\beta$.

6 CONCLUSIONS
In this paper, we study the problem of social behavior dynamics modeling. In order to solve this problem, we propose a temporally Heterogeneous Survival framework, and give a novel method that models the communication intensity rate between two people based on the observation from an information diffusion dataset. Our proposed model has the following advantages:

- Unification power: it is able to model the problems in both natural time scenarios and response time scenarios. As the model is designed under the probabilistic framework, it can be easily solved by Maximum Likelihood Estimation.
- Interpretability: All parameters have clear physical meanings. This is helpful for insightful understanding on social dynamics.
- Usefulness: We apply the model in two online social communication datasets. The learnt parameters and discovered statistical regularities lead to multiple potential applications.
- Accuracy: our model can successfully regenerate the interaction patterns in a social communication dataset. Also, extensive experiments are conducted to demonstrate the effectiveness of the model.
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