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ABSTRACT

To learn a sequential recommender, the existing methods typically adopt the sequence-to-item (seq2item) training strategy, which supervises a sequence model with a user’s next behavior as the label and the user’s past behaviors as the input. The seq2item strategy, however, is myopic and usually produces non-diverse recommendation lists. In this paper, we study the problem of mining extra signals for supervision by looking at the longer-term future. There exist two challenges: i) reconstructing a future sequence containing many behaviors is exponentially harder than reconstructing a single next behavior, which can lead to difficulty in convergence, and ii) the sequence of all future behaviors can involve many intentions, not all of which may be predictable from the sequence of earlier behaviors. To address these challenges, we propose a sequence-to-sequence (seq2seq) training strategy based on latent self-supervision and disentanglement. Specifically, we perform self-supervision in the latent space, i.e., reconstructing the representation of the future sequence as a whole, instead of reconstructing the items in the future sequence individually. We also disentangle the intentions behind any given sequence of behaviors and construct seq2seq training samples using only pairs of sub-sequences that involve a shared intention. Results on real-world benchmarks and synthetic data demonstrate the improvement brought by seq2seq training.
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1 INTRODUCTION

Sequences of user behaviors in recommender systems represent a significant portion of the traffic in modern web and mobile applications. The central task related to this kind of sequence data is to recommend the next item to a target user based on this user’s sequence of past behaviors such as clicking and bookmarking. Motivated by deep learning’s expressive power in describing sequential data, recent efforts [18, 25, 49, 54] have gained impressive success on this task with deep sequential models, such as the recurrent neural networks and self-attention networks (aka., Transformers) [10, 51].

The standard approach for training the sequential models is to take a user’s sequence of past behaviors as the input and use the user’s next behavior as the supervision signals, i.e., to perform sequence-to-item (seq2item) training. However, seq2item training is myopic and can easily lead to non-diverse recommendation lists. For example, the sequence “shirt, shirt, shirt, shirt, shirt, trousers” contains far more consecutive sub-sequences whose corresponding labels are shirt and only a few sub-sequences whose labels are trousers. As a result, the algorithm trained via the seq2item strategy will tend to recommend shirts much more frequently after a user clicks a shirt, while in a real-world top-k recommender system we would like the algorithm to recommend both shirts and trousers in a more balanced manner when generating a page of k items [4]. Second, seq2item training is vulnerable if the next immediate behavior in the training data is irrelevant to the sequence of behaviors that happens before this new behavior. User nowadays have diverse and constantly-changing intentions, and may even click novel items merely out of curiosity regardless of the previous intentions.

In this paper, we study the sequential recommendation problem and mine extra signals for supervision by looking at the longer-term future, with the aim of complementing the standard sequence-to-item training strategy. Nevertheless, supervising a sequential model using a sequence of many future behaviors, instead of just the next single behavior, poses significant challenges:

- First, a future sequence of many behaviors is exponentially harder to reconstruct than a single next behavior. And it is inefficient to reconstruct the behaviors (such as clicking an
item) one by one since there might be redundant supervision signals in the future sequence, e.g., many clicks reflecting the same intention.

- Second, the future sequence of behaviors, as the label of a training sample, can involve multiple constantly evolving user intentions. Notably, not all the intentions hidden in the future may be relevant to the earlier behavior sequence that serve as the input of the training sample. This being the case, we will face a low signal-to-noise ratio unless we can identify which portion of the future sequence is relevant to and predictable from the earlier behaviors.

To tackle these challenges, we propose a novel sequence-to-sequence (seq2seq) training strategy in this paper. Our seq2seq training strategy is executed in parallel to the standard sequence-to-item (seq2item) training strategy, and complements the latter by further mining supervision signals from the whole future sequences. The proposed seq2seq strategy employs the ideas of latent self-supervision and intention disentanglement to address the aforementioned two challenges, respectively. Our first core idea is to perform self-supervision \(^1\) in the latent space, rather than in the data space. In other words, our seq2seq training strategy asks the model to predict the representation of the future sub-sequence given the earlier sequence’s representations. This design avoids individually reconstructing all the behaviors in the future sequence and eases convergence of the seq2seq training process. The representation to be predicted effectively serves as a distilled pseudo behavior (e.g., clicking a pseudo item) in the vector space, which summarizes the main intention present in the future sequence. Our second core idea is to design a sequence encoder that can infer and disentangle the latent intentions reflected by a given sequence of behaviors. The disentangled encoder outputs multiple representations of a given sequence of behaviors, where each representation focuses on a distinct sub-sequence of the given sequence. Each of the multiple representations characterizes the user’s intention related to a different latent category. We can then construct seq2seq training samples using only pairs of sub-sequences whose intentions are relevant in that they involve the same latent category.

We conduct extensive experiments on both real-world benchmarks and synthetic data. The empirical results demonstrate that our seq2seq training strategy brings improvements over the baselines, by discovering additional supervision signals not covered by seq2item training.

We summarize our main contributions as follows:

- We propose a novel seq2seq training strategy, which extracts additional supervision signals by investigating the longer-term future instead of just the next immediate behavior.
- We suggest performing self-supervision in the latent space to boost convergence, and propose intention disentanglement to determine if two sub-sequences are relevant when selecting seq2seq training samples.
- We empirically demonstrate the efficacy of our seq2seq training strategy, which complements seq2item training.

2 RELATED WORK

2.1 Sequential Recommendation

Early recommender systems typically employ collaborative filtering \([9, 22, 43, 45, 47]\), especially those based on matrix factorization \([29, 46]\), for mining users’ preference from their behavior. The advent of deep learning later further advances the field \([8, 17, 32, 33, 52, 58]\). Despite their success, these pioneering work typically neglect the sequential nature of a user’s interactions with the recommender systems. As a result, some later recommenders propose to model the users’ sequential behaviors as first-order or higher-order Markov chains \([14–16, 44, 50, 53]\). Motivated by the expressive power of deep sequential models, later sequential recommenders \([7, 18, 19, 23, 25, 30, 35, 36, 49, 50, 56, 58]\) have achieved further success with more advanced deep models such as the recurrent networks, the convolutional neural networks, and the more recent self-attention based models such as Transformer \([51]\) and BERT \([10]\). However, so far the deep sequential

---

\(^1\)We use self-supervision to refer to the idea of training a model by asking it to predict one part of an instance given another part of the same instance, i.e., to predict a sub-sequence of behaviors given another sub-sequence by the same user in our case.
We disentangle the intentions for a different purpose than these existing sequential recommender systems that we perform sequence-to-sequence training in a space more abstract than the data space, i.e., the latent space.

2.2 Disentangling a User’s Mixed Intentions

A disentangled representation characterizes the various explanatory factors behind an observed instance in different parts of the vector representation [1]. Many approaches have been proposed to force the emergence of disentanglement in the learned representations. For example, some re-interpret the variational auto-encoders [28] from an information-theoretic perspective and derive various regularization terms that minimize the mutual information between a representation’s different parts [3, 5, 20, 26]. Disentangling the factors behind an instance is sometimes also studied from the perspective of mixture data [2, 6, 11, 12, 24]. Lately, several representation learning-based algorithms are proposed for disentangling and preserving the multiple intentions behind the edges in relation data such as social networks and user-item interaction graphs [34, 37, 38]. We disentangle the intentions for a different purpose than these recent algorithms. Our purpose is to determine if there are shared intentions between the input sequence and the label sequence, and thus whether to use this pair for training.

2.3 Self-Supervision and Contrastive Learning

Self-supervised learning has gained increasing popularity for learning representations from unlabeled data via the pretext tasks. The pretext tasks dismantle complex objects into sub-parts and/or transform them into another near-equivalent form, based on which a prediction task or a discrimination task is conducted. The prediction tasks predict one part given another like a general Cloze test [10, 41, 57]. There are also works that predict the ordering relationship, trying to recover the original order or position of each part of a data example [39, 40]. The discrimination tasks usually adopt a contrastive learning paradigm, which tries to discriminate the relationship of a paired example, e.g., whether a data example is transformed from the other [13, 21, 55], or whether two subparts are from the same object [31, 48]. Recently, some contrastive losses are proved capable of reducing the selection bias in training losses are proved capable of reducing the selection bias in training.

Deep sequential recommenders. A deep sequential model for candidate generation typically has a sequence encoder \( \phi_{\theta}(\cdot) \) and an item embedding table \( H \in \mathbb{R}^{M \times D} \), where \( \theta \) is the set that contains all the trainable parameters including \( H \). The encoder takes a sequence \( x_u \) as input and outputs the representation of the sequence \( \phi_{\theta}(x_u) \), which can be viewed as the representation of the user’s intention(s). Most encoders \( \phi_{\theta}(\cdot) \) in the literature output a single \( D \)-dimensional vector, while there are also models that outputs \( K \) \( D \)-dimensional vectors to preserve the user’s intentions under \( K \) latent categories. The model then estimates the probability that user \( u \) will click the \( t \)th item by measuring the similarity between the user representation \( \phi_{\theta}(x_u) \) and the \( t \)th item’s representation \( H_t \) in the vector space.

Sequence-to-item (seq2item) training. So far the most common practice for training a deep sequential recommender is to train the model to recover the next click \( x_{t+1}^{(u)} \) based on the truncated sequence prior to the click, i.e. \( \{x_1^{(u)}, x_2^{(u)}, \ldots, x_t^{(u)}\} \). For example, one commonly used training loss of this kind is

\[
\begin{align*}
L_{s2i}(\theta) &= \sum_u \sum_t L_{s2i}(\theta, u, t), \\
L_{s2i}(\theta, u, t) &= -\ln p_{\theta}(x_{t+1}^{(u)} | x_1^{(u)}, x_2^{(u)}, \ldots, x_t^{(u)}).
\end{align*}
\]
where the probability $p_\theta(x_1^{(u)} | x_1^{(u)}, \ldots, x_{i-1}^{(u)})$ is designed to be proportional to the similarity between the item to be recovered and the given sequence in the vector space.

### 3.2 Sequence-to-Sequence Self-Supervision

In this subsection, we describe our seq2seq training strategy. The purpose of our seq2seq loss is to complement, not replace, the traditional seq2item loss. In other words, we minimize both the seq2item loss and the seq2seq loss when processing each mini-batch $B$ using mini-batch gradient descent.

Each mini-batch $B$ is a set of sampled sequence. We construct the mini-batch $B$ by sampling each of its element from the training set $\{(u,t) : 1 \leq u \leq N, 1 \leq t \leq T_u - 1\}$ uniformly. Each training example $(u,t)$ in the mini-batch $B$ refers to an earlier sequence $x_1^{(u)} = [x_1^{(u)}, x_2^{(u)}, \ldots, x_T^{(u)}]$ and its corresponding future sequence $x_{t+1:T_u}^{(u)} = [x_{t+1}^{(u)}, x_{t+2}^{(u)}, \ldots, x_{T_u}^{(u)}]$. We further use $x_{t+1}^{(u)}$ to represent the reversed sequence of $x_{1:t}^{(u)}$, i.e. $x_{t+1}^{(u)} = [x_T^{(u)}, x_{T-1}^{(u)}, \ldots, x_{t+1}^{(u)}]$.

We assume that we have a sequence encoder $\phi_\theta(\cdot)$, whose implementation will be presented in subsection 3.3. The output of the encoder are K vectors in D-dimensional space, i.e. $\phi_\theta(\cdot) = \{\phi_\theta^{(k)}(\cdot)\}_{k=1}^K$, which represents a user’s preference under K different latent categories of items. We also assume that the value of $\phi_\theta^{(k)}(x_t^{(u)})$ will be merely a white noise vector if the sequence $x_t^{(u)}$ does not contain any items under the $k$th latent category. In our implementation of the encoder, each output $\phi_\theta^{(k)}(x_t^{(u)})$ of the K outputs pay attention to a different sub-sequence of the input sequence. We can view $\phi_\theta^{(k)}(x_t^{(u)})$ as a pseudo item that summarizes the clicked items that are under the $k$th latent category.

**Sequence-to-sequence (seq2seq) loss.** We define the sequence-to-sequence loss for this sample as:

$$L_{s2s}(\theta, u, t, k) = -\ln p_\theta(\phi_\theta^{(k)}(x_t^{(u)}), \phi_\theta^{(k)}(x_{t+1}^{(u)})) = 
\left\{ \begin{array}{ll}
\frac{1}{\sqrt{B}} \ln \phi_\theta^{(k)}(x_t^{(u)}), & x_t^{(u)} \in B, 1 \leq k \leq K, \\
0, & \text{otherwise}
\end{array} \right. \sum_{(u,t) \in B} \sum_{k=1}^K \frac{1}{\sqrt{B}} \ln \phi_\theta^{(k)}(x_t^{(u)}), x_{t+1}^{(u)})$$

We have scaled the dot product scores by a factor of $\frac{1}{\sqrt{B}}$ because the last layer of our encoder is a layer-normalization layer and the scaling factor helps convergence. Here the softmax is normalized over the samples that appear in the current mini-batch $B$, instead of being normalized over all possible options that appear in the training set, so as to save computation. We use the reversed sequence $x_{t+1}^{(u)}$, instead of the original $x_{t+1}^{(u)}$, because our encoder weights the items in a sequence according to the time order and we would like the items closer to position $t$ to gain more weights.

**Select samples of high confidence for seq2seq training.** However, we should only use a selected subset of $\{L_{s2s}(\theta, u, t, k) : (u,t) \in B, 1 \leq k \leq K\}$, rather than using all of them, for training. For example, if an earlier sequence $x_1^{(u)}$ involves intention under latent category $k = 1$ and $k = 3$ while the future sequence $x_{t+1}^{(u)}$ involves intention under category $k = 1$ and $k = 2$, then we should use only $L_{s2s}(\theta, u, t, k = 1)$, but not use $k = 2$ and $k = 3$, when training the model. We therefore choose to compute the loss for the current mini-batch $B$ based on some selected samples that are considered to be of high confidence according to the model. To be specific, the sequence-to-sequence loss is computed as

$$L_{s2s}(\theta, B) = \sum_{(u,t) \in B} \sum_{k=1}^K L_{s2s}(\theta, u, t, k) \cdot \mathbb{1}[L_{s2s}(\theta, u, t, k) \leq \tau]$$

where $\tau$ is the $[\lambda \cdot |B| \cdot K]$th smallest value in $\{L_{s2s}(\theta, u, t, k) : (u,t) \in B, 1 \leq k \leq K\}$. Here $\lambda \in [0, 1]$ is a hyper-parameter. In other words, we keep only the top $\lambda$-percent of the sequence-to-sequence training samples that are considered to be of high confidence by the model.

**Sequence-to-item (seq2item) loss.** The traditional sequence-to-item training strategy is necessary for learning a proper encoder in a relatively short time, as well as aligning the sequences’ vector space and the items’ vector space. Our sequence-to-item loss is defined as follows:

$$L_{s2i}(\theta, B) = \sum_{(u,t) \in B} L_{s2i}(\theta, u, t),$$

$$L_{s2i}(\theta, u, t) = -\ln p_\theta(h_t^{(u)} | \phi_\theta(x_t^{(u)})) = \ln \frac{1}{\mathbb{1}[i \neq k]} \phi_\theta^{(k)}(x_t^{(u)}) \cdot \phi_\theta^{(k)}(x_t^{(u)})$$

where $h_t^{(u)} \in \mathbb{R}^D$ is the representation of item $x_t^{(u)}$, i.e. row $x_t^{(u)}$ of the item embedding table $H \in \mathbb{R}^{N \times D}$.

We optimize the following loss when training our model using mini-batch gradient descent:

$$L(\theta, B) = L_{s2i}(\theta, B) + L_{s2s}(\theta, B).$$

### 3.3 Disentangled Sequence Encoding

The state-of-art sequence encoders for recommendation are those involving different attention models [25], e.g. the Transformer encoder [51]. For example, the SASRec encoder uses a self-attention mechanism that allows a set of trainable position embeddings, instead of the original hardcoded position embeddings, to encode the order of the items in a sequence. Moreover, SASRec reuses the item embedding table $H$, instead of building another item embedding table for the encoder, when encoding a sequence. In other words, its first layer takes $[h_1^{(u)}, h_2^{(u)}, \ldots, h_T^{(u)}]$ as input when encoding the sequence $x_t^{(u)} = [x_1^{(u)}, x_2^{(u)}, \ldots, x_T^{(u)}]$.

However, the SASRec encoder alone does not completely fulfill our requirements of the sequence encoder $\phi_\theta(\cdot)$. In particular, its ability at capturing multiple intentions is limited. The authors of SASRec report that the multi-head version of SASRec, which outputs multiple vector representations for the same input sequence, does not seem to have a clear advantage over the single-head implementation. Empirically both single-head SASRec and multi-head SASRec tend to recommend items of the same category as the latest one click in the input sequence, even if the user has clicked items of other categories earlier.

We therefore propose an intention-disentanglement layer here, which is appended after a single-head SASRec encoder so as to reuse
We can view \( \leq \) \( i_i \) \( k \) weight \( k \) where \( \leq \) \( i_i \) \( k \) are the trainable parameters \( \text{space are more likely to be important. Yet these two assumptions earlier intentions that are close to the latest intention in the vector } \( \mathbf{u} \) \( \text{on } \) \( \mathbf{v} \) \( \text{our intention-disentanglement layer. We compute the query based measures how likely the primary intention at position } \( i_i \) \( \text{prototypes are being ignored by the model. } \) \( \text{comes to mode collapse, i.e., the degenerate situation where most prototypes are being ignored by the model. } \)

**Intention clustering.** Our intention-disentanglement layer starts by clustering the intentions according to their distance to a set of intention prototypes:

\[
p_{k|i} = \frac{\exp \left( \frac{1}{\sqrt{D}} \text{LayerNorm}_i(z_i) \cdot \text{LayerNorm}_j(e_k) \right)}{\sum_{k=1}^{K} \exp \left( \frac{1}{\sqrt{D}} \text{LayerNorm}_i(z_i) \cdot \text{LayerNorm}_j(e_k) \right)},
\]

where \( i_i \) the \( k \) latent category. Here \( e_k \in \mathbb{R}^D \) \( 1 \leq k \leq K \) are the prototypical intention representations under the \( K \) latent categories, which are part of the model parameters \( \theta \). \( \text{LayerNorm}_i(\cdot) \) is a layer-normalization layer, where we use the subscript \( i \) to avoid confusion of the different layer-normalization layers, since each has its own parameters for scaling its output. We are in effect using cosine, instead of dot product, due to the normalization, when measuring the similarity between a given intention \( z_i \) and a typical intention prototype \( e_k \). Previous work [38] has found that cosine is much less vulnerable than dot product when it comes to mode collapse, i.e., the degenerate situation where most prototypes are being ignored by the model.

**Intention weighting.** The attention weight \( p_{k|i} \) described above measures how likely the primary intention at position \( i \) is related with the \( k \)th latent category. We now introduce another attention weight \( p_i \) to measure how likely the primary intention at position \( i \) is important for predicting the user’s future intentions:

\[
p_i = \frac{\exp \left( \frac{1}{\sqrt{D}} \text{key}_i \cdot \text{query} \right)}{\sum_{i=1}^{I} \exp \left( \frac{1}{\sqrt{D}} \text{key}_i \cdot \text{query} \right)},
\]

\[
\text{key}_i = \text{key}_i + \text{ReLU}(W^T \text{key}_i + b),
\]

\[
\text{query} = \text{LayerNorm}_i(\varphi_i + z_i),
\]

where \( i \) \( = 1, 2, \ldots, t \). Here \( W \in \mathbb{R}^{D \times D} \), \( b \in \mathbb{R}^D \), \( b' \in \mathbb{R}^D \) \( \varphi_i \in \mathbb{R}^D \) \( 1 \leq i \leq \max T_i \) \( \text{as a set of position embeddings used by our intention-disentanglement layer. We compute the query based on } \varphi_i \text{ and } z_i \text{ as well as a trainable parameter } b' \text{, based on the assumptions that the more recent clicks are more valuable, and the earlier intentions that are close to the latest intention in the vector space are more likely to be important. Yet these two assumptions may not always be correct, which necessitates the introduction of the trainable parameters } W, b, \text{ and } b'. \)

**Intention aggregation.** We can now aggregate the intentions collected at all the positions according to \( p_{k|i} \) and \( p_i \). The \( K \) outputs of the encoder are computed as follows:

\[
\phi_k (x_{1:t}) = \text{LayerNorm}_i(\beta_k + \sum_{i=1}^{I} p_{k|i} \cdot p_i \cdot z_i).
\]

where \( k = 1, 2, \ldots, K \). Here \( \beta_k \in \mathbb{R}^D \) is the bias for output \( k \), initialized as a sample from a normal distribution of mean 0 and standard deviation \( \frac{1}{\sqrt{D}} \). We use two different sets of \( \{\beta_k\}_{k=1}^{K} \). One of the two sets is for encoding a sequence that serve as the input of a seq2seq sample, i.e., \( x_{1:t} \), while the other one is for encoding a sequence that serve as the label, i.e., \( x'_{t+1:t+1} \).

**To encourage disentanglement in the loss functions.** In the literature, many regularization methods are proposed to encourage the K parts \( \{\phi_k (x_{1:t})\}_{k=1}^{K} \) to preserve sufficiently different information, e.g., regularization terms that minimize their mutual information. However, we note that in our loss functions, each positive case’s score computed based on the \( k \)th part \( \phi_k (x_{1:t}) \) (see the numerators in Eq. 3 and Eq. 6) are compared to those based on all the other \( K - 1 \) parts \( \{\phi_k (x_{1:t}) : 1 \leq k' < K, k' \neq k\} \) (see the denominators in Eq. 3 and Eq. 6). As a result, the model is forced to preserve different information in \( \phi_k (x_{1:t}) \) than the other \( K - 1 \) parts, if it wants to maximize the likelihood of the positive case related with part \( k \). We therefore do not introduce any extra regularization term for disentanglement.

**4 EXPERIMENTS**

In this section, we evaluate the performance of our approach in comparison with the state-of-art sequential recommenders and demonstrate the benefits of seq2seq training. We then conduct ablation study and analyze the impact of the hyper-parameters.

**4.1 Experimental Setup**

We follow the experimental setup described by BERT4Rec, a state-of-the-art sequential recommender based on BERT and Transformer.

**Datasets.** We conduct our experiments on the datasets processed by SASRec [25] and BERT4Rec [49]. The four datasets are Amazon Beauty (40,226 users and 54,542 items), Steam (281,428 users and 13,044 items), MovieLens-1M (6,040 users and 3,416 items), and MovieLens-20M (138,493 users and 26,744 items), where the average sequence lengths are 8.8, 12.4, 163.5, and 144.4, respectively. The items in a sequence are ordered by time, where the last position corresponds to the latest click. We split the datasets in the same way as the previous work [25, 49], i.e., the last item of each user’s sequence for testing, the second-to-last for validation, and the remaining items for training.

**Evaluation metrics.** We evaluate all the methods in terms of recall, normalized discounted cumulative gain (NDCG), and mean reciprocal rank (MRR). Higher value in all these metrics reflect better recommendation performance. We follow BERT4Rec’s advice, and pair each ground-truth item in the test set with 100 negative items randomly sampled according to their popularity, which is a common practice in the literature [49]. The recommendation task then becomes to identify which item among these 101 items is the ground-truth next item for each user.

---

2As pointed out by two reviewers, our empirical conclusions are not as reliable as they seem, due to two flaws in our experimental setup. First, most of the evaluation metrics are not reliable if sampling is used, except for the AUC, especially when the sample size is small [42]. Second, instead of using a time based split, we use the latest events as test examples, which is vulnerable to information leak.
Implementation and hyper-parameters. We implement our model in TensorFlow and initialize the parameters using the default initialization recommended by TensorFlow. We use the Adam [27] optimizer for mini-batch gradient descent and set the learning rate to 0.001, while the size of each mini-batch is 128. We use the single-head implementation of SASRec as part of our encoder. We cap the maximum sequence length to 200 for MovieLens-1M and MovieLens-20M, while capping it to 50 for the other two datasets, which is the same configuration used by SASRec and BERT4Rec. The other hyper-parameters are then tuned using random search. Specifically, we follow BERT4Rec and choose the dimensionality of the item embeddings, $D$, from $\{16, 32, 64, 128, 256\}$. The number of self-attention blocks, which are used by the part of our encoder borrowed from SASRec, is chosen from $\{1, 2, 3\}$. The hyper-parameter $\lambda$ is from $\{0.05, 0.10, \ldots, 1.0\}$. The number of latent categories, $K$, is chosen from $\{1, 2, \ldots, 8\}$. The dropout rate is chosen from $\{0.0, 0.1, 0.2, \ldots, 0.9\}$, while the $l_2$ regularization term is selected from $\{0.0001, 0.001, \ldots, 1\}$.

4.2 Recommendation Performance

In this subsection, we report the overall performance of our approach compared to the state-of-art sequential recommenders.

Baselines. We compare our approach with a series of representative baselines. We include a naive baseline that recommends the most popular items (POP), the matrix factorization variant of the classic Bayesian personalized ranking algorithm (BPR-MF) [43], as well as the well-known neural collaborative filtering (NCF) [17]. We then consider strong baselines that leverage the sequential nature of the user behavior data, including the factorized personalized Markov chains (FPMC) [44] that models a sequence as a Markov chain, the recurrent neural network-based GRU4Rec [19] as well as its improved version GRU4Rec+ [18], the convolutional neural network-based Caser [50], the Transformer-based SASRec [25], and the state-of-the-art deep sequential recommender BERT4Rec [49] that trains a bi-directional Transformer encoder using BERT’s Cloze objective.

Analysis. Figure 2 and Figure 3 present the overall recommendation performance of all methods on the four datasets. We can
see that our approach, which combines the traditional seq2item training strategy with disentangled latent seq2seq training, consistently outperforms all the baselines. The improvement is especially impressive on Beauty and Steam, where the relative improvement over the strongest baselines is in general over 35%. However, we also notice that the performance gains on the other two datasets, MovieLens-1M and MovieLens-20M, are less impressive, where the relative improvement over the strongest baselines is around 5%. This may be due to the fact that these two latter datasets contain much longer sequences, where the average lengths are 163.5 and 144.4, respectively, whereas Beauty and Steam contain much shorter sequences of average lengths 8.8 and 12.4, respectively. Such long sequences, of length over 140, can be particularly challenging to disentangle.

4.3 Robustness to Synthetic Noises

We now analyze how robust our seq2seq training strategy are compared to the traditional strategy that only uses seq2item training. Specifically, we corrupt the training data by randomly replacing a portion of the observed clicks in the training set with uniformly sampled items. We conduct this experiment on Beauty, and range the percentage of the corrupted training data from 10% to 50%.

We show in Figure 4 two variants of our method. One optimizes both the seq2item loss and the seq2seq loss as we have described in Section 3, while the other one optimizes only the seq2item loss. We can see that the recommendation performance drops slower if the seq2seq training strategy is in use, as long as the corruption level remains relatively modest (e.g., < 20% noises). This indicates that our seq2seq training strategy, by mining additional supervision signals from the longer-term future and selectively learning from seq2seq samples of high confidence, does have the potential to bring improved robustness.

4.4 Ablation Study

Table 2 lists the results of the ablation study. Variant 1 of our method removes the seq2seq loss and use only the seq2item loss. We observe a drop in performance, demonstrating the efficacy of our seq2seq loss. Variant 2 and 3 directly reconstruct every items, i.e., optimize the seq2item loss for every items in the future sequence, instead of using our seq2seq loss. Variant 2 and 3 perform even worse than...
Figure 4: Relative performance drop on dataset Beauty when the training data are corrupted by synthetic noises. The y-axis is the ratio of the performance with noisy training data to the performance with clean training data.

Table 2: Ablation study on dataset Beauty.

<table>
<thead>
<tr>
<th>Variants of Our Method</th>
<th>Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall@1</td>
</tr>
<tr>
<td>(1) Remove seq2seq training</td>
<td>0.1358</td>
</tr>
<tr>
<td>(2) Individually reconstruct all items in a future sequence</td>
<td>0.1071</td>
</tr>
<tr>
<td>(3) Individually reconstruct the next three items</td>
<td>0.1202</td>
</tr>
<tr>
<td>(0) Default</td>
<td><strong>0.1522</strong></td>
</tr>
</tbody>
</table>

Figure 5: Impact of the threshold hyper-parameter $\lambda \in [0, 1]$, which is for determining whether a seq2seq sample is of high confidence and thus whether to use the sample for self-supervised training. $\lambda = 0$ is equivalent to not using seq2seq training, while $\lambda = 1$ selects all seq2seq samples for training.

4.5 Hyper-parameter Sensitivity

Our seq2seq loss involves a critical hyper-parameter $\lambda \in [0, 1]$, which is the threshold for determining if a seq2seq sample in the training set is of high confidence and therefore whether to use this seq2seq sample for training. We conduct experiments on Beauty and illustrate in Figure 5 the impact of this hyper-parameter.

Figure 5 shows that the choice of $\lambda$ does matter. A threshold too strict will limit the number of seq2seq samples being used, while a threshold too loose will introduce too many irrelevant seq2seq samples. Results on the other datasets follow a similar trend, even though the optimal value may vary between datasets.

5 CONCLUSION AND FUTURE WORK

We have proposed a novel sequence-to-sequence training strategy, which leverages additional supervision signals from the long-term future by performing and self-supervised learning in the latent space and disentangling users’ intentions. Empirically we demonstrate the additional gains brought by the extra signals.

Future directions include reducing seq2seq training’s computational cost via an engineering-efficient framework [59], as well as improving its performance on long sequences.
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